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PREFACE

The United States Air Force Summer Faculty Research Program (USAF-SFRP)
is a program designed to introduce university, college, and technical institute
faculty members to Air Force research. This is accomplished by the faculty
members being selected on a nationally advertised competitive basis for a ten-
week assignment during the summer intercession to perform research at Air Force
laboratories/centers. Each assignment is in a subject area and at an Air Force
facility mutually agreed upon by the faculty member and the Air Force. In
addition to compensation and travel expenses, a cost of living allowance is also
paid. The USAF-SFRP is sponsored by the Air Force Office of Scientific Research/
Air Force Systems Command, United States Air Force, and is conducted by the

Southeastern Center for Electrical Engineering Education, Inc.
The specific objectives of the 1980 USAF-SFRP are:

(1) To develop the basis for continuing research of interest to the

Air Force at the faculty member's institution.
(2) To further the research objectives of the Air Force.

(3) To stimulate continuing relations among faculty members and

their professional peers in the Air Force.

(4) To enhance the research interests and capabilities of scientific i

and engineering educators.

In the 1979 summer program, 70 faculty members participated, and in
the 1980 program, 87 faculty members participated. These researchers were
assigned to 25 USAF laboratories/centers across the country. This three-
volume document is a compilation of the final reports written by the assigned

faculty members about their summer research efforts.
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AN INVESTIGATION OF THE INFORMATIONAL NEEDS
OF THE ENGINEERING AND SERVICES LABORATORY
by
Thomas W. Mason
ABSTRACT

The general task of management is to know: "WHAT is done by
WHOM, HOW and WHEN." A description is given of the current manage~
ment reporting systems that are used at the Engineering and Services
Laboratory —- MASIS, Manhour accounting, Status of Resources and
CMIS~-LS. These systems furnish the basic reports for the Technical
Management Review (TMR).

The TMR can be significantly improved by having local access to
locally produced data. Since the current database is about 3 megabytes
in size, a variety of computing alternatives are available and are
discussed. It is recommended that a computer be acquired with a suit-
able complement of terminals and be geared for the use of Project
Officers.
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I. INTRODUCTION:

A general formulation of the task of Research and Development
managers can be stated as knowing, at any given time, as much as
possible about:

WHAT is done by WHOM, HOW and WHEN.
WHAT refers to the definition of effort -- from Program Element to
Work Unit. WHO includes information on both the performer and the
monitor. HOW is a definition of all resources, both monetary and man-
power, and WHEN is a measure of completion. The appropriate data in-
clude all timetables, milestone charts and measures of actual versus
planned progress.

This formulation is, of course, applicable to any managerial
situation. The focus of this effort, however, is to consider methods
useable at the Engineering and Services Laboratory. The Laboratory
is charged with providing managerial information to three reporting
systems -- MASIS, Manhour Accounting and CMIS(-LS). In addition, a
Status of Resources document is provided Project Officers which has
data similar to the local Accounting and Finance systems.

The origin of most data is the Project Officer. His problem,
generally stated, is:

"Given a statement of the task and the funding level,
accomplish the task within a fixed time period
using an internal or external workforce."

The steps taken by the Project Officer to accomplish this feat are
beyond the scope of this study. Of pertinent interest, however, is
the process of local project management -- the Technical Management

Review (TMR). This process is described more fully in a later section.

II. OBJECTIVES:

Laboratory management is acutely aware of the shortcomings of
the current informational processes. Although the system is awash
with data and data requirements, there is an overriding need to un-
load paperwork from the Project Officers, to have a single entry point

for data to be sent to external systems and to use data that has been
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captured in a timely fashion. This all points to the potential for

developing a laboratory-based information system.

III. THE CURRENT PROCEDURE:
MASIS
AFSC Regulation 80-14 establishes MASIS (Management and Scienti-~

fic Information System) as the reporting system for all scientific
and technical work units. MASIS is not a generalized data base man-
agement system. The data elements are categorized as follows:

Record identification
Work Unit identification
Monitor

Performer

Descriptors of Work
Procurement and Status
Resource Data

Funding identification
Fiscal Control
Duration

Man-Years

In terms of the WHAT-WHO-HOW-WHEN structuring, the MASIS categories
can be aligned as follows:

WHAT
Work Unit
Descriptors of Work

WHO
Monitor
Performer

HOW
Resource Data
Funding identification
Fiscal Control

WHEN
Duration
Man-Years

The Laboratory currently uses 61 of the 136 MASIS elements. They are
shown below with 11 other elements, shown in parentheses, which were
not defined in the official MASIS documentation:

WHAT
Title
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Work Unit Program Element

Work Unit Project

Work Unit Task

Work Unit Serial Number

End Product Code I, II, III
COSATI Code I, II, III

Primary Technical Need

Primary Technical Need Category
General Operational Requirement
Technical Planning Objectives
Job Order Number, JON

JON Short Title

(Job Category)

JON Work Category

System Relationship

Prime Customer

Priority Code

Work Phase Code

Benefit Code I, II

Security Classification of Work

Environmental Impact Code

Contractor Access to DD1498 Information L
Invention Probability Code
Distribution Limitation Code
Patent Rights Clause
(Remarks)

(Objective)

(Approach)

WHO
Monitor Name
Office Symbol
(Phone Number)
(Grade)
Institution Sort Code
Contractor Security Access Code
Principal Investigator

HOW
Total Amount of Contract Effort
(Reimbursable Code)
(Funding Document)
(Amount)

Procurement Method
Fiscal Year of Funds
Purchase Request Number
Funding Project

Funding Task

Funding Start Date
Funding End Date
Committed Date
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Committed Dollars
Obligated Date
Obligated Dollars
Direct S&E Man-Years
S&E Contract Monitor
Source of Funds

WHEN
(Begin Date)
Final Product Due Date
Estimated Completion Date
Completion Date
Informal Environmental Assessment
Formal Environmental Assessment
(Progress)

The primary data are compiled from the follwing Forms:

Program Management Directive
Program Authorization/Budget Authorization
Allotment (Form AFSC 115-5)
Cost Estimates and Financial Forecast (Form
282)
Program Schedule (Form 103)
The elements are input to MASIS by the Project Officer (using the
form shown in Figure 1) and the Finance Officer (using the form
shown in Figure 2). The system produces a report of the type shown in

Figure 3.

JON Control and Manhour Accounting

The Job Order Cost Accounting System (JOCAS) was designed to
determine the total cost of accomplishing an R&D job. The Laboratory
uses only the Manhour Accounting section of this system. The MASIS
input form is also used for this data. Figure 4 shows the data fields
which are transmitted to JOCAS only (J), MASIS only (M), or both
MASIS and JOCAS (M/J). '

Status of Resources

This report gives a monthly status of laboratory R&D funds at
the work unit level. A sample report is shown in Figure 5., The report
is prepared from the documents submitted by the Project Officers to

fund work units and the manual records of obligated funds maintained
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by RDXF.
CMIS
Air Force Systems Command has utilized a series of automated

systems, each of which is oriented toward a specialized managerial

need:
Management Need System
Division (Program) Automation of SPO management
Management (AUTOSPO)
Center Management FIMS (Facilities Information
Management System)
People Management Manpower /Personnel
Laboratory Manage- Management and Scientific
ment Information System (MASIS)
Contract Management Procurement Management Repor-

ting System

In an effort to unify these systems in accordance with current data-
base management methodology, a ''global” Command Management Informa-
tion System (CMIS) has been proposed. CMIS, however, is to be built
in sections and the initial portion is the system to support the
AFSC laboratories —-- CMIS-L.

CMIS-L is to provide "effective and flexible management infor-
mation systems with the capability to implement advanced management
;oncepts within HQ AFSC/DL organizations at both the headquarters
and field levels." It is to consist of a headquarters-DL MIS (CMIS-
LH) and a variety of field level MIS. CMIS-L is to ultimately in-
clude all current MIS in use by all organizational elements under DL.
Thus, all of the systems mentioned above -- financial/accounting,
procurement tracking, work unit management and personnel ~-- will ul~
timately be a part of CMIS-L.

The existing portion of this ambitious project is an interim
version of the headquarters-DL system ~~ CMIS-LS. The system has been
implemented in System 2000; 1its structure is shown in Figure 6.

The next step in the development of CMIS is to define CMIS-LH
and to provide communication to and from all activities with appro-

priate terminals to access and update data, A very tentative version
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Figure 6. System 2000 structure of CMIS-LS
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of CMIS-LH has been promulgated and its structure is shown in Figure
7 (only for comparative purposes with CMIS-LS),

Technical Management Review (TMR)

The TMR represents the major local use of the work unit data.
The Project Officer is to supply:

a. the latest MASIS output report (Figure 3),

b. a Summary Sheet (Figure 8) showing an overall assessment,
problem areas and major events,

c. a more detailed Assessment Sheet (Figure 9) which uses color
and arrows to denote the betterment or worsening of conditions,
and

d. a graph of actual versus forecast costs (Figure 10) as a
measure of project progress.

An informal survey of Project Officers revealed that they did not
consider the time necessary to prepare for the TMR to be excessive or

wasted.

IV. POTENTIAL FOR FUTURE DEVELOPMENTS:

The Laboratory does not find 1itself in an extreme situation in

regard to informational practices. That is, the current system is not
on the verge of collapse. Therefore, the analysis of what might be
done to improve the local information system becomes a matter of
exploring what is possible with current technology.

The basic need is to establish a local database with a suitable
management system. This need arises primarily from the difficulty of
entering and ‘extracting data from the MASIS system. On the average
it takes four to six weeks from the time a data element is entered to
the time it appears on a MASIS report. This negates the timely use of
MASIS reports for local use, particularly for the TMR,

Furthermore, a local database management system can easily be
produced to automatically extract data from the local database, con-

vert it to an appropriate format, and ship the data to various exter-
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Figure 7. System 2000 structure of CMIS~LH (tentative)
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nal systems, This feature will be increasingly important as the vari-
ous CMIS systems grow in number and size,

It should be noted that the local database in of moderate size.
A generous estimate of the size of the database is:

200 work units to be documented
300 data elements per work unit
50 characters (bytes) per data element
database size = 200 x 300 x 50 bytes = 3 megabytes
Thus, the database of 3 megabytes is even within the capacity of
microcomputers as well as larger computers.

Furthermore, the entries are relatively static, although some
financial data will change monthly. Also, the data for any given work
unit is essentially independent of the data for any other work umit.
This means that the database could even be distributed over several
floppy diskettes or data cartridges rather than requiring a large
disk.

" In summary, then, we have a moderate (3 megabytes) database that
is to satisfy external data requirements and provide internal manage-
ment information. The important questions are:

a. How can a database be established locally to service

external systems?
b. How can a local database help in improving the management

of work units?

V. ESTABLISHMENT OF THE DATABASE:

Particular details of the implementation of a database are, of

course, dependent upon the specific hardware system to be used. So
far, that decision has not been made. The system that is installed
should have some processing power and storage capability. This is a
minimum requirement for the Laboratory to handle current and future
informational requirements. The srocessing power can be a microcom-
puter or larger. Data entry should be through terminals with graphics
capability (color graphics would be even better) for output. The sys-
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tem should have the capacity to store 3 megabytes of data either
residentially or segmented over a reasonable number of data cartrid-
ges or diskettes.

If a minicomputer were acquired, then the processing and storage
requirements would be met with ease. Graphics terminals would still
be necessary -- such as Tektronix 4016's or microcomputers.

There is some chance that the acquisition of increased computing
power would be coupled with the demand for sharing this resource with

the operating units. This situation was discussed with Environics

personnel since they are performing the bulk of in-house research. It
was found that Environics has moved to acquire its own microcomputers
-— HP System 4685, Tektronix 4054 and an Intel system. The only po-
tential candidates for transfer to a lccal minicomputer are the Air
Quality Assessment, Fuel Dump, and Dispersion models with are cur-

rently running at Eglin.

VI. LOCAL USE OF THE DATABASE ELEMENTS:
The primary R&D management tool is a presentation by the Project

Officer of current management/financial status and the progress of a
work unit, Thus, any local database system must have the capability l
of augmenting the review process.
a. Presentation
The MASIS work unit report and the Cost Performance
Chart could both be produced with the most current J
p data. Conversations with both RDX and the Project
Officers indicate this would represent a significant
improvement.
b. Extensions of the TMR
1. A paper-less TMR could be provided by presenting the
presentation elements directly on the terminal.
2. Analysis packages could be provided for more sophis-
ticated interpretations of the contractor's cost
data. The intent is to discern trends in contractor

A performance as early as possible.
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3. An analysis of the procurement process can also be provi-
ded. By using the project milestone chart and standard
estimates for the time necessary to complete the pro-
curement paperwork, an augmented milestone chart can
be produced integrating bureaucratic constraints with
the regular project components. This should be very
useful in the early detection of excess end-of-year
funds.

4, Television and computing can be combined in the TMR.
If a microcomputer is acquired with an output monitor,
then it is possible to videotape part of the presen-
tation and combine it with the computed presentation

elements.

VII. RECOMMENDATIONS:

The most obvious recommendation, of course, is that the Labora-
tory continue its inexorable march toward a computer-based informa-
tion system. The optimal strategy for acquiring processing power is
- moot. One can "buy into" a large remote system or one can acquire
more modest, but local, capability.

My personal recommendation 1s for the acquisition of a local
computer housed in the Laboratory. This should be accompanied by an
array of terminals either clustered in one area or distributed about
the Project Officers. It is jmportant to remember that the objective
of the entire effort is to significantly assist the Project Officers
while simultaneously increasing managerial efficiency. This objective
will be greatly enhanced by having terminals readily available for
the use of the Project Officers.

The computerization of the TMR and its various components should
be viewed as but the first step in the Laboratory's development. With
the advent of the VANGUARD system by AFSC, the Laboratory is placed
in a difficult "marketing" position. In order for programs to be fun-

ded, they must either be an obvious component of a weapon system or
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or items of apparent critical importance. This implies that future
budget cycles will become even more hectic as R&D projects attempt
to fit within the VANGUARD scheme.

A possible solution to this problem is the development of a
"what-if" system. This is a computer-based system which will allow
rapid reformulation of basic data to accommodate alternative scena-
rios. In the trade, these are called decision support systems. The
design of such a system for ESL will be the subject of my mini-grant

proposal.
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TRANSIENT HEAT TRANSFER IN COATED SUPERCONDUCTORS
by
Albert Menard
ABSTRACT

The effect of coatings on the transient (of the order of one
millisecond) heat transfer from superconductors to the surrounding
helium bath is investigated. A computer model for calculating the
response of a superconductor to pulses of heating is developed. |

This model permits the evaluation of the effectiveness of coatings

in promoting heat transfer as a function of the properties of the

coatings, particularly the specific heat and thermal conductivity

of the coatings, the thickness of the coating, and the properties
of the superconductor. A comparison of the predications of this

model with existing experimental data is given. The experimental {
test apparatus, built to verify the predictions of the model is

described. Suggestions for future research in this area is offered.
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I. INTRODUCTION:

The Air Force has long been interested in superconducting systems
for power generation and energy storage on-board aircraft.1 Many of
the uses of the energy stored in a superconducting magnet demand that
the magnet be pulsed. Pulsed magnets generate more heat energy than
do steady state magnets since the eddy current heating depends on dB/dt
which is much larger for the rapidly changing fields of a pulsed magnet.
If the superconductor is to be kept below its tramsition temperature,
this heat must be dissipated into the helium bath. Superconductors
have a low specific heat and poor thermal
conductivity, thus their temperature rises rapidly for small amounts
of heating. When the temperature of the superconductor exceeds its
transition temperature, it goes ''mormal”. The "normal” superconductor
heats up very rapidly due to Joule heating since it is now resistive.
Such a quench as it is called leads to failure of the superconducting
system and a degradation of the properties of the superconductor. Tra-
ditionally the superconductor has been stabilized by surrounding it
with a copper matrix which has a high thermal conductivity and a high
specific heat which absorbs and distributes any heat which is generated.
Copper is relatively heavy, adding weight which is undesirable for air-

craft systems. In addition the presence of copper substantially increases
the eddy current heating, thus increasing the amount of energy which

must be dissipated. Seeking to solve this problem Lake Shore Cryotronics
of Westerville Ohio working under an Air Force contract, has recently
(1979-80) developed a series of ceramic material called "Laketite"

which have high thermal conductivity and/or high specific heat at low
temperatures. These materials are electrical insulators. Since they

are electrical insulators, they do not contribute to the eddy current
heating, which arises from currents which are induced in conductors by
rapidly changing magnetic fields. Also because the coatings are insu-
lators, they could replace both the copper and the epoxy insulation in
superconducting applications. These materials are less dense than copper;
thus they could reduce the weight of the superconducting system - a prime

concern of the Air Force. In addition the wide range of properties of

U AL TG
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these materials creates the possibility that they could be "tallored"
for specific applications. Improvement in the thermal properties of
superconductors, would permit faster pulses, and higher power levels
in superconducting systems. A method is needed to evaluate the per-
formance of these materials and to allow the Air Force to select the
material(s) from the group of Laketite materials that have the best

set of physical properties for further testing and development.

II. OBJECTIVES

The objective of this program is to develop a computer model that

would simulate the thermal behavior of both coated and uncoated super-
conducting wires. Such a computer model would allow specification of
the optimum properties for a coating material and the optimum thickness
for a coating if it were shown that coatings enhance the thermal prop-
erties of superconductors. The model would also reveal whether the
coatings would alter the heat transfer in the manner that is antici-
pated. Computer models must always be verified by comparison with actual
experimental data. For the case of uncoated wires and surfaces, some
experimental data exists. The predictions of this computer model are
compared with existing experimental data, Since data for these coatings
is non-existent, an experimental test facility was constructed to make
measurements on coated and uncoated samples, for the purpose of compari-

son with the results of the computer model.

III. THEORY

Before presenting the actual computer program, the general physical 7

background and physical assumptions that underlie the model will follow.
Since atoms in a solid are fixed, there are only two modes of heat trans-

fer -~ radiation and conduction. At the low temperatures necessary for

superconductivity, radiation is a very inefficient mode of heat transfer.

The maximum transfer of energy by radiation is given by

o/ =0 (1, - 1,4 m
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Assuming T2 = 4.2 K, the normal boiling temperature of the helium bath,
and Tl = 30 K a temperature well above tbe transition temperature of
any currently known superconductor, then Q/A = 4.59 X 10_6 W/cmz. Any
thermal disturbance of a superconductor sufficient to drive it normal
would require heating power levels of the order of magnitude of Watts/
square centimeters. Since the heating levels are several orders of
magnitude greater than the maximum radiative heat transfer, radiative
heat transfer will be ignored in this model.

For a uniformly.heated cylindrical wire, heat can be conducted both
radially and axially. If one considers a cylinder in which heat is
transferred uniformly to the bath, i.e. equal amounts per unit surface
area, then the ratio of axial to radial heat transfer is given by the
ratio of the area of the ends to the area of the sides. This ratio
is r/1 where r is the radius of the cylinder and 1 is its length. For
wires this ratio typically is less than .01 which means that axial
heat flow is less than 1% of radial heat flow and can be ignored. How-
ever, with a copper stabilized superconductor and a low thermal con-
ductivity electrically insulating coating, it is possible that the axial
heat flow would be significant because of the much greater thermal con-
ductivity in the axial direction along the copper, than in the radial
direction across the coating. For simplicity the present model ignores
axial heat transfer.

Most experimental work on heat transfer at low temperatures is done

with flat plates. For a flat plate

Q/A = K (To - Ti)/x (2)

T
where Km (To - Ti) -~J;' K(T)dT the integral of the thermal conductivity

and x is the thickness g% the plate. The integral is necessary since the
thermal conductivity of materials at low temperatures is a strongly varying
function of temperature. The other simple geometry that can be solved ana-
lytically is the cylindrical tube. For this case the equation for conductive

heat transfer2 is given by
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Q/A = -2wLK (To ~ Tyq)/ ln(ro/ri) 3)

where L is the length of the tube, r, and r, are respectively the

outer and inner radius of the tube and Km is the same as the previous
equation. A solid cylinder or wire can be constructed from a series
of such rings. To eliminate the mathematical singularity that would

occur for the innermost ring when r, = O, L is taken at the midpoint

of each ring and LR at the midpointiof the next ring except for the
outermost ring where r, =T the radius of the surface of the wire.

It can be shown that the average distance from an atom in one ring

to an atom in the next ring is 8/9 of the distance between the mid-
point of the two rings. Thus very little error is introduced by this
procedure. By this procedure one can calculate the conductive heat
transfer through a wire if the thermal conductivity and the dimensions
of the wire are known.

In a steady state situation this is the only contribution to heat
transfer. However, for transient conditions the material is being
heated by the energy passing through it. Some of the thermal energy
passing through the material is absorbed. The amount of heat that is
absorbed is given by

Q =)ch T (%)

where .P is the density of the material, V its volume, Cp is the
specific heat of the material, and AT is the temperature rise of the
material. Because heat transfer is a diffusive process similar to
electrical conduction, equations 2 & 4 are formally identical to the
electric circuit equations for a electric current through a resistor,
and the charge on a capacitor. Because electrical engineers have
developed extensive computer codes such as SCEPTRE for studying the
transient behavior of electric circuits, these analogy between heat
flow and electric current will be exploited in developing a computer

model for transient heat transfer. The complete analogies are:
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Electric Thermal

Voltage V Temperature T

Current 1 Heat Flow é

Charge Q Total Heat Energy Q

Capacitance C Thermal Capacity VCp

Resistance R Thermal Resistance Ax/Km for flat plate
In(zr,/r;)/2MLKy

for the hollow tube

Two problems arise in "translation': the units must be a completely
consistent set on both sides of the analogy, and the analogy must now
be carried beyond the equations it refers to, for example there is no
thermal equivalent of electrical ground, or electrical energy. With

this analog the thermal behavior of a solid can be modeled by an electric

Ry

T_M _L AN .
- TS TC

network:

where the subscripts represent different segments of the solid. For
a wire C1 is determined by the volume from 0 - ) and the density and
specific heat of the material. R1 is determined by the ratio of the
radii of the midpoints of the first two segments and the thermal con-
ductivity of the material. Since both the heat capacity and thermal
conductivity vary significantly with temperature at low temperatures,
the capacitance and resistance of the equivalent circuit are functions
of the voltage across them. Coatings can be represented in the same
fashion. Since both the coating and the wire are solids with similiar
densities and stiffness, it is anticipated that the thermal boundary
resistance between the coating and the wire would be negligible. This
point should be checked experimentally, a most formidable experiment
for which there is no obvious approach. This report will assume that
this resistance is negligible.

The greatest problem in this approach is how to model, the heat
transfer from the gsolid to the liquid helium bath. Because of the sharply

different densities (common solids are 15-70 times as dense as liquid helium)
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and very different sound velocities (solids have sound velocities

10-30 times that of helium), there is a substantial barrier to the
transmission of mechanical vibrations including heat between solids

and liquid helium. This thermal barrier, called the Kapitza resistance
exists because of the differences in the phonon spectra between

solid and helium. The general form of the Kapitza resistance from

theoretical considerations3 is

_ 3
R, = C (T__./T) (5)

Experimentally the exponent is between 2.7 & 3.3. The coefficient
varies somewhat with material. The value of 1.42 obtained by Stewatd4
for Carbon films at 4K seems to be the most representative data.
This report assumes that the Kapitza resistance is given by Rk = 1.42
@m’.

Because helium is a fluid it can transport heat by convection and
other fluid motions as well as by conduction and radiation. As in most

fluids, the fluid motion terms will dominate the heat transfer. In

addition liquid helium is usually at 4,2 K the normal boiling point,

which means that minor changes in temperature will induce boiling.
Furthermore helium at 4.2K and 1 atmosphere is close to its critical
point of 5.2K and 2.2 atmospheres. This causes the thermophysical
properties of helium te vary rapidly in the temperature range of
greatest interest. Finally for short heat pulses it is doubtful that
the 1liquid is in thermal equilibrium. Despite these complexities it
is possible to model most of the physical processes that occur; just
as it is possible to experimentally measure transient heat transfer to
helium despite the formidable problems of thermometry.

There are five basic modes of heat transfer in helium. While

more than one mode is usually present, normally one mode of heat transfer
dominates for any given set of conditions. Which mode dominates depends
on the amount of power applied to the surface - customarily called the

wall and referred to by a subscript w - and the length of time that the
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heating has been taking place. The modes are conduction, convection,
nucleate boiling, transition, and film boiling.

For the very shortest times - less than 10 microseconds -~ the
liquid helium is virtually stationary, and can be treated as a solid.
Convection is repressed because horizontal motions of the fluid are
stopped by the roughness of the surface. Without horizontal motion
convection cells can not form. Since heat propagates at a finite speed,
for sufficiently short periods of time the heat has not penetrated far
enough into the fluid to start convection. Using a model of heat pene-
tration into a solids, the penetration depth at ] microsecond would
be approximately 10-5cm. at typical value for the surface roughness of
an ordinary solid., In the conductive mode the heat transfer is propor-
tional to the difference in temperature between the wall (the surface

of the wire plate etc.) and the bath

Q/A « Tw - TR AT (6

Because of the extremely short times and small distances involved there

are no measurements of the conductive mode. 4

As soon & the heat penetrates beyond the boundary layer, convection

will begin. The heat transferred by convection is given by 3

é/A=hAT 7

where h 1s the heat transfer coefficient. For static fluid h is about

4 times larger than the corresponding coefficient for conduction. Since
both conduction and convection have the same dependence on T, 1t is
impossible to distinguish them on the customary plots of é/A versus AT.
The conductive/convection regime will last until there is sufficient
energy per unit volume in the layer of helium adjacent to the wall to
initiate nucleate boiling, At low power levels this can be a long time

but at the heating power levels of interest the time for this to occur
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is of the order 100 microseconds and decreases rapidly with increased
power levels. Since experimentation is difficult for such short

time periods, very little data exists in this region. For low

power levels and short times Steward's data4 does have a linear

region suggestive of conduction of convection. In his data the

onset of nucleate boiling seems to occur at a fixed energy per

unit volume, but the data is not conclusive. A calculation of

the thermal resistance of a layer of helium 10-5cm across trans-

porting heat solely by conduction yields a figure of .26 compared

with a Kapitza resistance of 1.2 at 4.2K. Convection would lower

the thermal resistance by a factor of four. This justifies trating

the Kapitza resistance as the dominant thermal resistance in this

regime. A warning of the proceeding results are valid only for

normal helium (He I) and are not valid for superfluid helium (He II).
The most important mode of heat transfer is nucleate boiling.

Bubbles of vapor form at preferred sites; being less dense than the

surrounding fluid they rise. Each bubble carries off the latent

heat of vaporization of the amount of the fluid required to form

the bubble, just as each parcel of convecting fluid carries off ;

the specific heat required to heat it to the lower density required

for convection. Because the latent heat of vaporization is much

greater than the specific heat, nucleate boiling is a more efficient

mode of heat transfer than convection. Despite the complexities

of nucleate boiling, in particular its dependence on surface prop-

erties, helium as well as other cryogenic fluids follow a modified

Kutateladze correlation6 which predicts that

oA = (x, - 12 ®

where Twand T1 are respectively the temperature of the wall and the

liquid. The coefficient of this equation depends soley on the properties

of the fluid. Actual experimental data7 suggests that the exponent of
equation 7 should lie between 1.9 and 2.1. This probably reflects the

fact that convection whose exponent is one exists simultaneously with




nucleate boiling occupying the space between the bubbles. For this

report an equation

' 2
Q/A (T, - T)) (9

will be used as representing the mean of the experimental data.

Nucleate boiling continues until a peak flux is reached. The peak

flux depends strongly on the nature of the surface that is producing

the heat. Values for the peak flux range from .3 - 1W/cm2. The experi-
mental values for systems m?st similar to ours clusters around the
values used in this report Q/A = .75 W/cm2 with T = .6K .

At the peak flux, the bubbles merge to form a continuous layer of
gas. Because the thermal conductivity of the vapor is much lower than
that of the liquid- a factor of five for helium - a large thermal resistance
builds up. The amount of heat transported drops rapidly. If a constant
heat flux is applied to the wall, the temperature of the wall rises very
rapidly. Due to the rapidity of the temperature rise - typically less
than a millisecond, the exact form of heat transfer in this transition

region is unknown. From measurements made with the temperature of

the surface controlled, it is known that the heat flux drops to a value

of .3 w/cm2 at T = 5 K. Lacking any better correlation, it will be assumed
that this change is linear even though, the curve appears to fall more
steeply than that. After the transition, the heat transfer 1s dominated

by film boiling. As with the transition from convection to nucleate
boiling, this transition seems to require a fixed amount of energy per

unit volume in the helium close to the surface.

In film boiling the heat transfer is dominated by the properties of
the vapor film. The high thermal resistance of the film causes the wall
temperature to rise sharply; values of 30 to 100 K above the bath temper-
ature are common. Because of the large rises in temperature, the thermo-
physical properties of the film vary significantly across the range of
film boiling. If the surface of the wall is curved e.g. a wire the heat
transfer is strongly effected, being enhanced because the curvature

creates instabilities in the film layer. These instabilities cause parts
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of the film layer to break off requiring extra energy to reform the layer.
Also the instabilities cause the film layer to locally thicken which absorbs
extra energy to create the additional film. Theoretical treatment 8 of

film boiling gives a correlation of

Q/AG(T0'75

(10)

This correlation is in good agreement with experimental values. However,
the coefficient of T contains fluid properties that are strongly temper-
ature dependent. To simplify the fit to the experimental data on empirical

equation

Q/A = 0.0146 (T3 + 0.1816 (11)

was used for flat surfaces. Curved surfaces would change the coefficient
and the constant but not the exponent. The increased exponent accounts
for the increasing thermal conductivity of the film layer with increasing
temperature and the constant reflects the existence of other modes of heat
transfer which prevent the correlation from passing through the origin.
The preceeding analysis assumes that the film is in equilibrium. For very
fast pulses the film is not in equilibrium but is changing its thickness.
These changes in thickness absorb additional heat. Iwasa9 has shown both
theoretically and experimentally that this effect can be accounted for by
adding an additional term to the film boiling correlation of the form

Q/A = C d(T)/dt (12)

For flat copper plates the value of C is

2 -1

C =5+ 0.53((T) ~ 0.5)% Jm 2%~ (13)

C is strongly dependent on surface conditions but such variation changes

the overall heat transfer function by only a small amount.
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By fitting all these correlations together f.e. requiring that

the values by continuous at the juncture points, a complete description
of heat transfer into liquid helium can be constructed. When this

is combined with the previous thermai model of the surface a complete
heat transfer model is constructed. The next section will describe in

detail the computer model that was constructed.

50-14




1Vv. COMPUTER MODELS AND RESULTS
A powerful computer code called SCEPTRE10 has been developed

for solving transient problems in electric circuits. Since SCEPTRE

was already implemented on the computer system at Wright-Patterson

AFB, it was decided to use this computer code. As explained in the
previous section of this report, analogies can be made which permit

the translation of a thermal problem into an electric circuit problem,
which can be solved with the use of SCEPTRE computer code. The equiv-
alent electric circuit for heat transfer in a solid is simple, a string
of resistors and capacitors as previously diagrammed. The liquid helium
bath and its associated heat transfer is more difficult to model because
of the difference in heat transfer in the different modes.

The model of the liquid helium consisted of an idealized current
source(JH) whose value depended on the mode of heat transfer, the temp-
erature difference between the wall and the helium bath, the total
amount of energy received by the bath, and the time. A separate FORTRAN
subprogram generated the value of the required current. Because of the
complicated interrelations among all of these variables, this was the
most difficult part of the program to write correctly. To represent the
assumed constant temperature of the bulk of the bath - fixed at 4.2K, the
normal boiling point of helium - an idealized voltage source (E¢) was
added. Under the SCEPTRE code the presence of a voltage source requires
an external resistor (R@) to complete the circuit. Since this resistor
is supposed to be large, its value was arbitrarily set at 10,000 ohiss.

As a test, the value of this resistor was varied from 102 ohms to 106 ohma.
No effect on the output of the program was noted at the level of one part
in 104. The boundary layer was represented by a small capacitor (CL)

whose capacitance was equal to the specific heat of a layer of helium
Io-scm in depth. As explained previously this is a reasonable value for
this quantity for times greater than ten microseconds. This small capa-~
citor serves an additional purpose-measurement of temperature of the
helium adjacent to the wall. The SCEPTRE automatically calculates the
voltage (equivalent to temperature) across capacitors at each step of

its iterative solution to the circuit problem. This voltage can be used
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in other parts of the model which are dependent on the temperature.

The Kapitza resistance 1s represented by a resistor (RK) whose value
depends on the temperature of the wall surface. An additional resistor

RC and capacitor CE were added to allow the temperature of the wall to
relax back toward 4.2K after the pulse of heating ended. The values of
these quantities were chosen so that the relaxation time constant was

0.1 seconds which roughly agrees with experimental measurements. Detailed
studies of the relaxation process may well alter these values. The re-
sistor serves the additional function of monitoring the heat flow into

the bath. SCEPTRE automatically computes the current flow across resistors
at each step of the solution. These values can be used in other parts

of the program or printed out as a check on the behavior of the model.

The capacitor does the same thing for measuring the temperature. The

equivalent circuit for the helium is

A- A it V/_)—\ 2 . 33
R, 5 LR N
=G T < Ey 4

For flat surfaces, it is customary to divide through by the unit
area of cross section since this 1s constant for all subsections of the
wall coating, and the bath. This converts resistance into resistivity,
current to current density, etc. However, the specific heat must still
be multiplied by the thickness of each subelement to convert it into capa-
citance, since the capacitance depends on volume rather than area. Because
it makes comparisons easy, most experimental results are reported this
way with the heater power given in Watts/cmz. On the other hand, for
curved surfaces such as wires, the surface area is not constant for all
subelements. To avoid errors, thermal conductivities must be explicitly
multiplied by surface areas and specific heats by the appropriate volume
to get the correct resistance and capacitance for the circuit. Also the

heating current must represent the total number of watts of energy that
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enters the systemn.

To model the N.B.S. work“ on transient heat transfer, a heater
current source JIN and a small capcitor for measuring the temperature
of the sample were added to the helium model resulting in the following
circuit diagram;

T A H
@;N - ¢, LIQUID HELIum MODEL
|

The N.B.S. used a very thin flat carbon film as both heater and thermo-
meter. The film was thin enough to be isothermal, so that there were

no thermal conductivity effects. The capacitance was set at one-tenth

of the value of the capacitance of the helium boundary layer even though
the film is thicker than the assumed boundary layer. Tests showed that
this value could be altered by a factor of ten without altering the results
of the program.

Preliminary results from this model were in qualitative agreement with
the experimental data. However the ten week period was too short to fully
"debug" the program and obtain extensive accurate results., For curved
surfaces there is a need to subdivide the wire and/or the coating into
separate elements. The program "elements" successfully achieved this
goal on the interactive computer system at Wright-Patterson AFB. Since
the main program was not fully "debugged” for the simpler flat surface
case, no attempt was made Eo extend it to the more complicated wire case.
V. EXPERIMENTAL PROCEDURES AND RESULTS

Conceptually the general procedure for the experimental work is

simple. A known heat pulse is applied to a material in a helium bath

and the resulting temperature rise is measured. The output of the computer
model is a plot of temperature versus time for a given power inmput. A
measurement of the temperature history of a sample for a known power input
would directly check the predictions of the computer model. For the com-

parison of model and experiment to work the thermal conductivity and specific
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heat of the sample as a function of temperature at low temperature
must be known as the model demands this information as input data.
Repeating the experiment for different coatings and different thick-
nesses of coatings, the effectiveness of the coating process and the
accuracy of the computer model could be throughly checked.

At low temperatures heat is usually produced by electric resistive
heating. A measurement of the current I and voltage V simultaneously
during the heater pulse yields the power input directly since P=IV.

An integration of the power over the length of the pulse gives the
total energy input to the sample. Circuitry for the simultaneous
measurement of I and V by use of a four point connection is well-
developed, fast and accurate. The main experimental problem is the
measurement of the temperature of the sample.

Thermometry always consists of measuring some physical property
of a system that varies in a known way with temperature. In the
temperature range of greatest interest, 4 to 20K, most properties
of nearly all materials are constant with respect to temperature changes.
A property that varies by one per cent or less over this entire temp-
erature range is too insensitive to measure the temperature with enough
accuracy to fulfill the experimental objectives. An additional problem
in this temperature range is the poor thermal contact between materials.
Unless a long time is allowed for the sample and the thermometer to
come to thermal equilibrium, there is a substantial question whether
the thermometer is actually measuring the temperature of the sample or

is reading some other unrelated temperature. The required equilibrium

times are typically 1 to 10 seconds which is far longer than the transient

heat transfer times of 10-4

e.g. length changes occur slowly at these temperatures and/or require
slow measurements. The electric resistance is the one thermodynamic
property that both varies significantly with temperature, changes rapidly
in response to changing temperatures, and can be measured rapidly at
these temperatures. If the material that is heated has an electric re-

sistance that varies significantly in this temperature range, then the
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same material canbe used both as heater and thermometer, thus
eliminating any problems of thermal equilibrium. The most accurate
measurements are made by simultaneously measuring the voltage and
the current across the resistor by use of a four point connection
in a manner similar to the measurement of the input power.

The best material for resistance measurements of temperature at
low temperatures is carbon. The standard low temperature thermometers
for work in the 4 to 20K range are carbon radio resistors and carbon
impregnated glass. A few researchers have used manganin or platinum
wire, or thermocouples, but the sensitivity is much lower. The specific
heat and thermal conductivity of carbon radio resistors is unknown and
varies among different brands depending on the details of the manu-
facturing process and the past history of the resistor. Toavoid this
problem samples of high purity, well-characterized graphite were
obtained from NASA-Lewis. These samples had numerous mechanical problems;
unmachineability, difficulties in attaching electrical leads, and a
tendacy to crackand fall apart when cycled between room temperature and
1iquid helium temperatures. However, the most serious problem was a lack

of sensitivity in the appropriate temperature range. Carbon always

has a sensitive range, but the exact temperature value of this range

is unknown until it is measured at low temperatures because it 1s strongly
dependent on the past history of the sample. The sensitive range of this
graphite was well below the temperatures of interest to this project.

To alleviate these and other problems with graphite at low temperatures,
Corning glass developed a way to impregnate Vycor glass with Carbon.
Corning provided a rod of this material. As part of their contract with
the Air Force, Lakeshore Cryogenics measured the thermal conductivity,
specific heat, and electric resistance of samples of this material at low
temperatures. When it proved suitable in all respects, they coated two
pleces of it with different thicknesses of Laketite coating I-SC-1 and per-
formed the tricky job of attaching electric leads to the sample. When
tested at Wright-Patterson, both samples cracked apart at the lead attach-

ment upon cooling to liquid Nitrogen temperatures. In addition the coatings
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cracked longitudinally indicating unexpectedly severe mechanical
stress due to differential contraction upon cooling. The samples
were returned to Lakeshore for recoating with the lead attachments
left bare to relieve thermal stress. They were scheduled to be
returned to W-PAFB the week after this project ended.

To test the experimental apparatus a small piece of uncoated
carbon impregnated glass was used. A voltage pulse from a Hewlett-
Packard 8012 pulse generator was fed into the sample. The voltage
across the sample was digitized and recorded on one of the two inputs
of a Nicolet 7021 signal averager. The other input of the signal
averager digitized and recorded the voltage across a fixed precision
resistor in series with the sample. The current through the
sample 1is equal to the voltage across the fixed resistor divided
by its resistance. The voltage across the sample is multiplied
by the current through it and the result is integrated over time to
provide the total energy input to the sample. The minicomputer on
the signal averager will do all these operations automatically except
for the multiplication. Because the pulse generator could not provide
the steady small current required to measure the changing resistance
and hence the temperature of the sample after the application of the
pulse, a current source was added to the circuit for this purpose.

If a steady current is applied to the sample, the voltage across the
sample is proportional to its resistance. This current must be small
enough so it does not create any substantial heating in the sample.

The circuit is diagrammed below.
SIGNAL  AVERAGER

Y B ¢

—J

‘ M i% {
PULSE FIXED SAMPLE ; CONTReL CURRENT
GENERATOR SOURCE

The apparatus worked successfully, but the small size of the sample
made its resistance so low that the pulse generator was unable to
deliver enough power to significantly heat the sample. Thus no useful
results were obtained. Nevertheless, if the thermometry problems

can be solved the apparatus 1s capable of producing useful data.
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VI CONCLUSIONS AND RECOMMENDATIONS

The computer model gave results that were qualitatively in
agreement with experimental results. As explained in this report
every section of the model is based on sound physical principles.
For this project to be useful the computer program needs to be
fully "debugged" and ran extensively to test its validity in a
wide range of situations that can be compared with experimental
results. Thus validated, the program could be run at length
simulating wires both with and without coatings, with different
types of coatings, and with the different thicknesses of coatings.
This will provide the information necessary to evaluate the use-
fulness of these coatings for the Air Force. Clearly such a project
will require additional time and effort. The experimental test
rig works and will produce results if the thermometry and mechanical
cracking problems can be solved. Such results are vital for validating
the computer model since these new coatings may have characteristics
that are not properly modeled because they have never been used before
in any experimental system. Also direct experimental testing is
necessary to properly evaluate new products. As indicated in the
report, Lakeshore is attempting to repair and recoat the broken
Carbon-impregnated glass rods. In addition the N.B.S. is sending
some of its thin film specimens for use in the experimental test rig.
Recent11 literatﬁre indicates that a French group has sucessfully
used a superconductor as a thermometer. Since this is a more realistic
representation of the actual situation of interest - coating of super-
conductors, this approach should be investigated. As the sudden
appearance of this paper indicates work in the field of transient heat
transfer is badly fragmented and the literature is widely scattered.
A thorough review of the literature plus the results of this project,
assuming there is more computer and experimental work, would make a
good technical report which could bring order to this field and indicate
areas where the performance of superconducting systems could be enhanced

by better means of transient heat transfer.
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FAST ALGORITHMS FOR TARGET LOCATION AND IDENTIFICATION

by

Dr. Francis L. Merat

ABSTRACT

Methods for target location and identification in digitized aerial
imagery are investigated. Template matching is shown to be suitable for
implementation under the RADC Automatic Feature Extraction System.
Template image similarity and algorithms are examined which can recog-
nize image similarity in fewer calculations than correlation. These
sequential similarity detection algorithms have been implemented on the
RADC PDP-11/70 and partial results are reported. A fast correlation
algorithm has been developed but not tested. Suggestions for further

research in fast similarity detection algorithms are offered.
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I. INTRODUCTION

There is a significant interest within the United States Air Force
in the identification of objects within aerial imagery. As an example,
it would be invaluable to locate airplanes, tanks, and other objects of
military interest in aerial photography automatically. The automatic
qualifier is very important as the inputs from the wide range of sensors
available can produce too much data to be analyzed by skilled personnel.

Perhaps the simplest computer approach to locating and/or iden-
tifying objects is template matching in which a template (a replica of
an object of interest) is compared to all objects in an image. If the
template matches any object in the image, that image object is labeled
as being the template object. This technique is fine in principle but
difficult in practice because real objects never match the template
(which is usually an ideal object). A general procedure used in tem-
plate matching is to define a function which expresses the difference
between the template and the image field. If this difference function
is less than some threshold the template object has been found in the
image.

However, this method requires the evaluation of the similarity
function at all points in the image - a typical image might be 512x512
points -~ which requires a large number of calculations, say P. In
addition, there is the number of calculations needed to evaluate the
similarity function over the template, say Q calculations. The total
number of calculations required to search one image for a particular
template is then PxQ - often a hugenumber for real images. What is
needed are algorithms which can reduce P and/or Q. Symbolic coding
can be used to reduce the dimensionality of the image and, consequently,
P. Feature extraction, theme encoding, and region growing are but some
of the more popular methods of image coding. On the other hand, very
little work has been done to reduce Q, the number of calculations
needed to establish similarity between the image and the template.
Precise methods for reducing Q are the subject of this report and will

be described in later sectionms.
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II. OBJECTIVES
The main objective of this project was to add target identification
capabilities to the RADC Automatic Feature Extraction System. Practical
considerations included the development of fast algorithms for target
identification, i.e. template matching. Specifically, the project ob-
jectives were:
(1) To define and implement target identification methods
compatable with existing RADC software.
(2) To determine the fundamental limitations of suitable
target identification algorithms. This includes the

criterion of computational efficiency.

III., COMPUTATIONAL ENVIRONMENT
Before discussing various target identification algorithms it is

reasonable to review the computing environment in which these algorithms
will operate. Specifically, algorithms are desired which will operate
under the Automatic Feature Extraction System (AFES) developed by
Pattern Analysis and Recognition Corp. The AFES system is written in

C and operates under UNIX on a Digital Equipment Corporation PDP-11/70.
Intrinsically, C offers excellent I/0 and file capabilities but very
little mathematically. There are no intrinsic functions such as square
root, trigonometric functions, and the like. AFES contains a set of C

programs called the "window code'" which may be added to any C program

and provides a sub~-image of user definable size which moves through an
input image in a row by row fashion. Such a code is particularly well
suited to template matching algorithms. Additional features of AFES
are the ability to classify aerial photography via region growing and
the ability to train pattern classifiers, i.e. them encoding.

IV.  MATHEMATICAL FORMULATION OF TEMPLATE MATCHING

To provide a basis for discussing template matching it is neces-

L sary to develop the appropriate background for expressing object

similarity.




Let the image field (the search area) S by a LxM discrete image
and let the template (commonly called a window) W by a KxJ discrete
image [See Figure 1] where each picture element is quantized to k grey
levels. Note that W is wholly contained in S and any measure of simi-
larity (or dissimilarity) must be a function of where W is positioned
within 5. Let

gisd

denote the location of the origin of W within S, i.e. Si’j denotes that
subset of S which is congruent with W. (i,j) 1is known as the reference

point and is allowed to span the range

0<i

S

RK-M+1
0<j< J-L+1
In keeping with later references it is useful to define a measure of

dissimilarity. Using the above notation the dissimilarity function

d(i,j) can be expressed as

J K 1,3
d(i,3) = Y ] £(877(k,8) = W(k,L) ) Q)
k=1 =1

1f d(i,3) < T ([where T is a preset threshold] a match is said to occur.

This is the classical template matching problem which has been analyzed
at great length (See [1] for a review of template matching.) The major
problems in target identification via template matching are:
* the differences between the target and the mask image,
i.e. scaling, rotations, noise, and
* computational inefficiencies.
The last point is particularly important for template matching as
computational times can easily exceed several hours per image on even
large computers,
The first problem can be overcome by the use of appropriate trans-
forms. A cross-correlation (defined later in this section) is insensi-

tive to translation and rotation. Doyle [2] has demonstrated a double
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Figure 1. Image and template conventions for template matching.
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correlation technique which also compensates for energy and scale
difference. In most all cases tolerance to various image-template
differences can be achieved only at the expense of the second problem
in template matching - computation times.

The large computational requirements of template matching are pro-
hibitive for many applications, hence, the interest in fast correlation
via optics [3], etc. The exact computational requirements are dependent
upon many parameters. An examination of (1) reveals an obvious depen-
dence upon L and M and the dissimilarity function f.

The function f has traditionally been restricted to £(x) = |x|,
corresponding to the L1 difference between the subimage Si’j and the
window W, for f(x) = x2 which is the usual squared error measure of
similarity. The classical correlation function is a special form of

£(x) = x° (See [11),

y st v, 0
R(1,§) = 2)

/1 st e, VT w,

Although the correlation function (2) is a common measure of image (dis)

similarity it is computationally inefficient because of the presence of
the normalization terms in the denominator (more will be said about
these terms later). For any choice of the function f in (1) there are
(K-M+1) (J-L+1) possible registration points. If JK operations are
required to evaluate the dissimilarity function we have the awesome
total of JK(K-M+1)(J-L+1) operations. To give this expression some
real meaning consider the case where LsM=512 and J=K=32 then the number

of operations is

(32) (32) (512-32+1)% ¥ 2.36x10% .

This particular example was chosen to be representative of the aerial

imagery in routine use at RADC/IRRE,
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The general problem has been to find an algorithm which is insensi-
tive to rotation, translation, scale, etc. and is computationally
efficient. Barnea and Silverman [4] recognized that the total dis-
similarity function need not be calculated, instead it is sufficient
to examine the rate at which the dissimilarity d(i,j) increases. 1If
d(1,j) increases rapdily a template match is not likely at this point
(i,j) and the search continues. Other authors [5] have recognized the
utility of sub-templates. In this scheme the template is broken into
several sub-templates of reduced size. If a sub~template shows a high
degree of similarity, other sub-templates will be compared and only if
all sub-templates show high correlation will a match be confirmed. This
is essentially identical to coarse-fine template matching.

Both examples show that it is not necessary to evaluate the complete
dissimilarity function for each (i,j), i.e. summing over all points
within the template, and, thus, drastically reduce computational require~
ments. Barnea and Silverman's algorithm has often been cited but has
not often been implemented. Two-stage template matching can be regarded
as another form of Barnea and Silverman's algorithm [6). Very little
unified work has been done in the area of reducing the computational
requirements of dissimilarity functioms, and , in particular, little

has been done with coded images (i.e. images described not in terms

of pixels, but rather in terms of boundaries, regions, etc.). This
will be discussed further in Section V.

V. TEMPLATE MATCHING VIA CORRELATION

The correlation function is a classic measure of similarity. As

mentioned in Section VI it is related to the squared difference (the

L2 difference) and is the cross term in the expansion of the square.

At this point it is appropriate to distinguish between normalized and
unnormalized correlation functions., The unnormalized correlation

function

- J K 1,3
R(1,3) = ] ] S0 (k,2)W(k,R) (3)
k=1 L=l
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is not very useful for template matching because it is difficult to
compare values of the function at different locations in the image with-
in any meaningful context. To illustrate this point, the cross~correla-
tion can become large, even in a mismatch situation, if the elements in
S have large amplitudes. On the other hand, a correct match could occur
but if the elements in S are small the correlation function will be

small, It is the variation of energy represented by

J K.
T 1 std,e)
k=1 2=1

that must be used to mormalize (3) to allow meaningful comparisons of
image correlation across an entire image S. Without this normalization
there is no meaningful measure of what the correlation function means.
With normalization a value of zero indicates no correlation and no
match, one indicates a perfect match.

A program to compute the normalized correlation coefficient was
developed and tested under the RADC AFES system. The test image S
was a 512x512 pixel digitized aerial photo of the Schnedectady, New
York airport with a plane sitting on the runway. A 32x32 element sub-
image containing the airplane was taken from S to serve as the template.
As indicated in Section IV this brute force correlation required
approximately 10 calculations and took approximately 15,000 seconds
(about 4 hours) of CPU time on a PDP-11/70 to compute the normalized
correlation function for the entire image S. The initial template
retained a portion of the runway with the plane on it and resulted in
an overall high correlation with the runway segments in S. This suggests
that exclusion of the template background from the correlation would
increase the target discrimination and, because of the reduced size of
the template, reduce computation time. (Note: an unfortunate hardware
failure prevented inclusion of these results and copies of the images
used at this time. A RADC report which will include this information
is anticipated by November 1980 and will be available upon request
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from the author.) It is this idea of selecting a subset of the template
for correlation which provides the basis for fast template matching as

will be seen in the next section.

VI. FAST SIMILARITY DETECTION ALGORITHMS

As indicated in Section V it is not necessary to evaluate the

correlation function over an entire sub~image to determine if suffi-
cient dissimilarity exists that the sub~image cannot match the template.
A general class of algorithms based on this observation was proposed

by Barnea and Silverman [6] in 1971. Their observations were restricted
to the similarity function f(x) =|x|. Consider the evaluation of (1)

for this similarity function. When the template closely matches the
sub-image the value of the dissimilarity function is small; conversely,
a mis-match generates a large error. The class of Sequential Similarity
Detection Algorithms (SSDA's) advocated by Barnea and Silverman describe
a template matching algorithm which does not necessarily require
computations over the entire JxK element sub-image. In its simplest

implementation the partial sum

P q 1,3
d1,j5p,@ = [ I sk, - W(k,2) | (4)
k=1 2=1

p<J, qZ2K

is compared to a fixed threshold T. If d(i,j;p,q) > T a mixmatch is
declared and the evaluation proceeds to the next reference point.
Unfortunately, there is no simple method to predict exactly how many
computations will be needed before a mismatch can be declared. In-
tuitively, this number (pq) should be lower than the JK computations
required for correlation at each reference point. Note that the

number of possible reference points is fixed - only the number of
computations per reference point is reduced. Barnea et al [4] report
that for a 32x32 pixel template 10-15 partial sums were often sufficient
to establish registration.

51-11




It is interesting to note that the SSDA algorithm worked well for
the airport and plane template matching problem described earlier for
nearly all values of the threshold T. It is particularly encouraging
that low threshold values seemed to provide an optimum distinction of
the correct registration from the background. Such programs executed
on the RADC PDP-11/70 in approximately 2-8 minutes (depending on T)
as compared to the 4 hours for conventional correlation. It was hoped
that the SSDA would show a broad maximum near the correct registration
point permiting one to compute the dissimilarity function at multiple
pixel spacings (thereby reducing computational requirements) and still
be assured of finding the correct registration. Unfortunately, the
SSDA showed very narrow peaks for all low values of T and only began

to broaden for T's too large to be useful.

VII. A NEW SIMILARITY DETECTION ALGORITHM

These results have motivated a new algorithm (which has not been
tested due to problems with the RADC PDP-11/70 but which will be
described in the forthcoming RADC report). This new algorithm is a
SSDA based upon correlation as the correlation function typically had
broader peaks than the SSDA for f(x) = |k|. This algorithm may be
developed from (1), (2) and (4) by recalling that the correlation is
related to the squared error; hence, the SSDA can be applied to
correlation., Specifically, let

da(i,j) = 1 - R(@,1 5

The second term in the denominator of R(i,j) is a constant and need
only be computed once. The first term in the same denominator is the
sub-image energy and must be computed for each sub~image so as to
normalize R(1,j). If Si’j and W were closely matched R will approach
one and d will go to zero, i.e. the dissimilarity will be a minimum.
As R(i,3) can be represented as a set of partial sums in the manner
of (4) a SSDA algorithm for (5) might set a threshold T and count the
number of steps required for d(i,j) to become larger than T. Because
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there 1is no square root function in C and for computational simplicity
the squared correlation function can be computed instead. Note that
Rz(k,j;p,q) is a monotonically increasing function of p and q. If the
dissimilarity d(i,j) is greater than T before N interations that sub~
image can be rejected as a possible match. Conversely, one can evaluate
just Rz(i,j;p,q) and, if R2 > T for (p q) < JK, a match is probable.
More specifically, one might determine how many iterations are necessary
to reach a certain similarity (correlation). This may be regarded as

a gradient and, if the rate of similarity increase is small, anticipate

the final correlation as being insignificant.

VIII. RECOMMENDATIONS
At this point it is obvious that much faster algorithms than

direct correlation are reasonable for target identification. This is
exemplified by the four hour run time for correlation versus the 2-8
minutes for SSDA's. Execution times will be further decreased by
parallel computing as each row of an image can be evaluated for simi-
larity independent of the other rows. If all 512 rows were evaluated
in parallel a six minute run time would reduce to approximately 0.7
seconds. This number could be further reduced by the higher speed of
the dedicated hardware.

The deterministic nature of the data used is not representative of
real world problems. Real images are noisy, cloudy, etc. Barnea et al
{4] observe that a SSDA algorithm appears to be tolerant of clouds,
etc. whereas the correlation is not and may require additional pro-
cessing. This may somewhat defeat the advantage of the fast correlation
algorithm developed in the previous section and suggests using a SSDA
algorithm where f(x) = x2.

The most important factor in future work is to determine if fast
similarity algorithms can be extended to rotational invariance. The
correlation function is somewhat adaptable to this end; hence, the
interest in developing the fast correlation algorithm. It is not

clear at this time that scale invariance is particularly important -
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the scale of aerial photographs is usually known or can be computed.

A second recommendation for additional research is the ordering of
the points used for matching within the sub-image. Barnea and Silverman
used a random ordering of points. A grid of evenly spaced points was
used for the work described in this report, However, the most promising
approach is to use an edge detection algorithm and a set of points
along the edges of the template object(s). Previous work [7,8] suggest
the use of edge features for template matching can significantly improve
the matching process in terms of accuracy and that there may indeed be
an optimum ordering [9]. A final observation is that although the
RADC AFES system was unable to produce any theme-encoded images during
the period this report covers, there is no reason why symbolic (abstract)
data cannot be matched with a SSDA algorithm. The problems are mathe-

matically the same except for the meaning of the symbols.
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